B. Math Exam

Question 1

(i) Using [ f(x,y)dzdy =1 and the expression for f, we have

R > C C
Az, —A _ - - _
1= /0 /o Ce Me Mdrdy = /o 3¢ Y1 —e M)y = e

Solving, we have C' = 2%,
(ii) For > 0, we have

fx(x) = / fz,y)dy = / Ce e Mdy = %em-

Since C' = 22, we have fx(z) =0 if x <0 and fx(x) =2 e 2 for z > 0.
Similarly, for y > 0, we have

fy(y) = /f(x, y)dr = /Oy Ce e Ny = 2)\6”\3’(1 — e’)‘y).

Since f(z,y) # fx(x)fy(y) for z,y > 0, we have that the random vari-
ables are not independent.

Question 2

Let fz(z) denote the density of Z. Using the convolution formula, we have

fz(2) = /OZ fy () fx(z —t)dt.

We note that fy(t) =1if 0 <t <1 and =0 else. So if z > 1, we have
1
fz(2) = / e MeMdt = N e M (e — 1).
0
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If z <1, we have

fz(z) = / e MeMdt = A1 — e ).
0

Question 3

Since X and Y are independent normal and W and Z are obtained through a
linear transformation, the vector (W, Z) is also jointly normal. The determi-
nant J of the Jacobian of the transformation matrix is —3. Using X = W/3
and Y = —W/3 + Z, we have (Z, W) has a density given by

fzw(z,w) = |J\_1ny(w/3, —w/3 + Z)

a2 g2

where fxy(z,y) = (2m) e

Question 4

(i) Since |zy| < $(2? + y?), we have

[levlfpdedy < [ S oty = 5 [ 2 ix@pdesg [ o)y

which is finite. Therefore,

B = | [ auf(oy)dody| < [ foy|fo,y)dody
is finite.
(il) We have
var(X;+ ...+ X)) = B(X1+ ... + X)) — (B(X, + ... + X,,))%
Using (21 + ... +,)? = 32,27 + 237, wiw; we have, as in (i), that
E(X;+ ..+ X,)" =) EX?+2) E(XX)). (1)
i i<j

Again from (i), since E(X;X;) is finite for each pair (4,j), we have that
E(X;+ ...+ X,)? is finite.

Using Var(Z) > 0, we have (EZ)* < E(Z?). Therefore E(X; + ... + X))
exists as well.



To get a useful expression for variance of sum of random variables, we
assume without loss of generality that £X; = 0 for all 7. The first term in
the right hand side of equation (1) is then simply the sum of variances of X;
and the second term (without the factor 2) is the sum of covariances.





